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ABSTRACT

Research Question: How reliable are generative artificial intelligence (Al) chatbots in
responding to patient-relevant questions about preimplantation genetic testing (PGT), as
evaluated by reproductive medicine specialists?

Design: A prospective evaluation was conducted comparing three publicly available generative
Al models—ChatGPT-3.5, Gemini-1.5, and Llama-2. Twelve reproductive medicine specialists
from different clinics assessed chatbot-generated responses to 13 PGT-related questions,
divided into simple and controversial categories. Each response was scored from 0 to 5 using
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predefined criteria. Assuming all answers were excellent, the maximum score was 25 points for
simple questions and 40 points for controversial ones.

Results: A total of 156 evaluations were completed. Among simple questions, the lowest-rated
response was to “What are the types and techniques used for PGT?” (mean score: 2.83+0.94).
For controversial questions, “What is the percentage of aneuploidy that allows an embryo to
be defined as mosaic?” scored lowest (2.67+1.22). ChatGPT performed best across both
categories (simple: 16.83+1.80; controversial: 27.75+4.49), followed by Gemini (14.92+2.02;
26.0843.99) and Llama (13.58+3.60; 16.92+4.96). Statistically significant differences were
observed, particularly between ChatGPT and Llama (p=0.027 for simple, p<0.001 for
controversial), and between Gemini and Llama for controversial questions (p<0.001). No
significant performance differences were noted across participating specialists.

Conclusions: Generative Al shows moderate reliability in addressing PGT-related inquiries,
with ChatGPT and Gemini outperforming Llama. While performance was higher for simple than
for controversial questions, the variability underscores the need for clinical oversight. Further
refinement and validation are essential before widespread integration of Al tools in
reproductive medicine.

Keywords: Generative Al, chatbots, PGT and embryo mosaicism.

INTRODUCTION

Preimplantation genetic testing (PGT) is a diagnostic procedure in ART (Assisted Reproductive
Technologies) that involves the genetic evaluation of embryos before implantation. It was
initially developed as PGT-M to prevent the transmission of inherited monogenic disorders,
and was later extended to PGT-A (Preimplantation genetic testing of aneuploidies) and PGT-SR
(Preimplantation genetic testing for structural rearrangements) for the assessment of
chromosomal abnormalities in embryos. While the primary objective of PGT-M and PGT-SR is
clearly to prevent the transmission of a specific genetic alteration, PGT-A aims to improve
overall reproductive outcomes. The goal of PGT-A is to reduce time to pregnancy and lower
the risk of miscarriage by optimizing embryo selection (Gudapati et al., 2024). A particular
challenge in PGT-A is mosaicism. This phenomenon is common in human embryos and can
result mainly from errors during mitosis. Mosaicism complicates the interpretation of PGT-A
results, as it may lead to embryos being incorrectly classified. Although mosaic embryos can
result in healthy live births, their clinical management remains a topic of debate and requires
genetic counseling for patients, along with their understanding of the potential implications
(Cheng et al, 2022).

Artificial Intelligence (Al) is a multidisciplinary field of computer science that seeks to develop
systems capable of simulating human intelligence through the optimization of mathematical

functions. In general terms, Al encompasses systems that can understand natural language,
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process visual and auditory inputs, and interact with the environment, often in combination
with robotic systems. Its goal is to replicate human intelligence to address complex problems
(J. Joosten et al, 2024). A chatbot is a practical application of generative artificial intelligence
that serves as a model for human-computer interaction (Bansal Khan, 2018). Al chatbots have
shown great potential in fields like healthcare, assisting medical professionals in the diagnostic
process (Nassiri and Akhloufi, 2024). Likewise, in the medical sector, chatbots can support
diagnostic processes, provide patient education, and facilitate decision-making. Al has also
transformed medicine by enabling personalized and precision approaches in healthcare
(Kshetri et al., 2023). However, most Al chatbots available for public use are based on a
general model and are not trained nor fine-tuned specifically for the medical field.

In the field of reproductive medicine, Al has gained ground, particularly in assisted
reproductive technologies. ART generates a large amount of data, making it an ideal candidate
for Al algorithm applications (Ortiz et al. 2022). These algorithms can assist in ovarian
stimulation personalization, sperm and egg selection, embryo quality evaluation, embryo
implantation prediction and DNA screening for fertility issues (Liu et al. 2022). Generative Al
chatbots have significant potential in reproductive medicine, particularly in the realm of PGT
where the precision and reliability of the information provided are fundamental to ensure that
couples receive accurate and scientifically based advice. One of the main challenges in PGT is
that patients often face inconsistent or highly technical information that is difficult to
interpret, which may hinder informed decision-making. Previous studies have highlighted that
patients considering PGT have specific decisional needs and benefit from clear, lay language
that is simple to understand yet sufficiently informative to support their choices (Cheng et al.,,
2022). In this context, generative Al chatbots could offer an innovative solution to improve
consistency and accessibility of information. However, their reliability and accuracy must be
thoroughly evaluated to ensure they can effectively support clinical decision-making and
patient education. Our study aimed to evaluate three Al chatbots, assessed by twelve
reproductive medicine specialists, to determine their effectiveness in the field of PGT. This
study contributes to understanding the capabilities and limitations of Al in this specialized

field, paving the way for its future integration into healthcare practices.

MATERIALS AND METHODS

Study design

A prospective observational study was designed to assess the ability of free, publicly available
versions of ChatGPT-3.5 (OpenAl, California, U.S.), Gemini-1.5 (Google DeepMind, London,

U.K.), and Llama-2 (Meta Al, Menlo Park, U.S.) chatbots to provide appropriate answers to
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patients asking questions about PGT and embryo mosaicism. The design encompasses several
fundamental phases, including the selection and categorization of questions, the evaluation of
responses, the criteria used, and the scoring scheme employed.

Selection and categorization of questions

Geneticists in reproductive medicine curated 13 patient-relevant PGT questions. The process
of curation included referencing from established resources namely, the European Society of
Human Reproduction and Embryology (ESHRE) and Preimplantation Genetic Diagnosis
International Society (PDGIS). The queries presented to all chatbots were standardized and
meticulously categorized to cover a wide range of pertinent situations and information within
this field of study. The identified categories included: (1) Simple and Direct Questions (SQ):
These questions are formulated to evaluate the reliability of Al chatbots at a superficial level
and (2) Controversial Questions (CQ): These questions are derived from the doubts and
debates within the scientific community. The full list of the 13 curated questions is shown in
supplementary data (Table 1S). The queries were introduced to each publicly available
automated intelligence chatbot at the website in their free and open-access subscription
between February to April 2024.

Evaluation of responses, criteria used and scoring scheme

To ensure a rigorous and reliable analysis of the responses provided by Al chatbots, it is
essential to establish clear and well-defined criteria. The evaluation criteria include: Accuracy
(the precision of the information provided in relation to known and verifiable scientific data),
completeness (the ability of the response to comprehensively cover all relevant aspects of the
posed question), clarity (the transparency and ease of understanding of the response, avoiding
ambiguity and unexplained technical terms) and consistency with Scientific Sources (the
conformity of the information provided to authoritative and up-to-date scientific sources).
Both the query as well as generated full response from ChatGPT-3.5, Gemini-1.5, and Llama-2
chatbots generated answers were provided to each specialist separately. The answers were
critically evaluated and scored by a panel of 12 reproductive medicine specialists who were
blinded to each other’s evaluations: 4 embryologist, 4 geneticists and 4 gynaecologists. A
numerical scale from 1 to 5 were assigned to each answers according to the following:

(1) Inadequate Response. This score indicates that the response contains incorrect or
misleading information, lacks coherence with scientific sources, and fails to adequately
address the question posed. Such responses are not reliable and do not meet the basic

requirements of accuracy and relevance.
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(2) Insufficient Response. Responses that receive this score contain partially correct
information but are incomplete, lack clarity, and may only partially address the question.
These responses show some effort but do not provide a comprehensive or satisfactory answer.
(3) Adequate Response. This score is assigned to responses that are correct but not exhaustive.
The information provided is accurate and relevant but may lack depth or detailed coverage of
all aspects of the question. Clarity is sufficient, and the response meets the basic expectations
but does not excel.

(4) Good Response. Responses that receive this score are generally complete and accurate.
They cover most of the relevant aspects of the question with good clarity and coherence. The
information is well-organized, and the response demonstrates a solid understanding of the
topic, aligning well with scientific sources.

(5) Excellent Response. This highest score indicates a response that is fully accurate,
comprehensive, and exceptionally clear. The response addresses all relevant aspects of the
question in detail, is well-articulated, and demonstrates a deep understanding of the topic. It is
perfectly coherent with scientific sources and sets a high standard for reliability and quality.

Statistical analysis

Data analysis was performed using R software version 4.3.1. A descriptive analysis of the
scores assigned to chatbot responses was conducted, presenting continuous variables as
means and standard deviations (SD). Comparative analysis was performed analyzing each
chatbot’s mean score and identifying the number of highest-rated replies. To assess
differences in performance among the generative Al models (ChatGPT-3.5, Gemini-1.5, and
Llama-2), a one-way analysis of variance (ANOVA or Kruskal Wallis according to the distribution
of the variables) was performed to compare scores for simple and controversial questions. The
Bonferroni multiple comparisons test was used to adjust p-values in post hoc analyses.
Differences between specialty groups were analyzed using ANOVA tests and Fisher's exact test
for categorical data. Normality tests were conducted to determine the suitability of the applied
statistical methods. A p-value < 0.05 was considered statistically significant.

RESULTS
Comparative analysis

There was a total of thirteen questions, twelve expert graders and three chatbots to evaluate
given a total number of answers of n=468. Overall, the mean score of the expert panel for
simple questions given by the Al chatbots was 3.02+0.88 and for controversial questions
2.95+1.12. The simple and controversial questions with the lowest rates were: “What are the

types and techniques used for PGT?” (2.83+0.94) and “What is the percentage of aneuploidy
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that allows an embryo to be defined as mosaic?” (2.67+1.22), respectively. This suggests that
even the most basic inquiries posed challenges for the Al chatbots, highlighting a potential gap
in their knowledge or ability to convey complex scientific information accurately, highlighting
areas for further improvement.

Table 1 shows the evaluation of three generative Al chatbots and revealed a significant
variance in the performance of the chatbots when addressing both simple and controversial
qguestions and that remained far from the maximum score of 25 points for simple questions
and 40 points for controversial ones, assuming all answers were excellent (Table 1). Different
performance was found across question types. For SQ, the total score for ChatGPT
(16.83+1.80) was significantly higher than those for Gemini (14.92+2.02) and Llama
(13.58+3.60) (p=0.0172). Notably, ChatGPT outperformed the other chatbots in several
individual simple questions, including SQ_1 (p=0.0222), SQ_2 (p<0.001) and SQ_3 (p=0.010).
However, some questions (e.g., SQ_4 and SQ_5) showed no significant differences between
the chatbots. Regarding the controversial questions (CQ), ChatGPT also scored the highest
overall (27.75%4.49), followed by Gemini (26.08+3.99) and Llama (16.92+4.96) (p<0.001).
Significant differences were observed in several controversial questions, particularly CQ_2
(p=0.004), CQ_3 (p<0.001), CQ_4 (p=0.001), CQ_6 (p < 0.0012), and CQ_7 (p < 0.0012), where
ChatGPT performed notably better than the others. On the other hand, for CQ_8, although
was not significant difference a trend had found (p=0.050). Pairwise comparisons highlighted
that ChatGPT outperformed Llama in both question types (p=0.027 SQ and p<0.001 for CQ).
Gemini also showed superiority over Llama in controversial questions (p<0.001), but no
difference was observed between ChatGPT and Gemini for either question type. These results
showed ChatGPT generally performed better than both Gemini and Llama across both
question types, with particularly strong results in controversial questions.

The data presented in the Figure 1 shows the distribution of responses for simple and
controversial questions. For simple questions, the results indicate that the highest proportion
of responses graded as Adequate response (43.89%) and Good response (29.44%) categories,
suggesting an overall acceptable performance. However, a considerable number of responses
were classified as Insufficient (19.44%) and Inadequate (5.56%), highlighting areas that may
require improvement. Also 1.67% falls within Excellent response. Interestingly, Adequate
response exhibited a downward trend, from 50.0% in SQ_1 to 38.9% in SQ_5, which may
indicate a decline in response quality as the questionnaire progressed into embryo mosaicism
topic, suggesting that these questions may have been more challenging for chatbots.

As for simple questions, for controversial questions the majority of responses fall into the

Adequate response (31.25%) and Good response (26.51%) categories and only a 5.9% falls
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within Excellent response. Insufficient and Inadequate responses were more prevalent in the
controversial than simple questionsP (20.14% and 13.19%, respectively for CQ and 19.44% and
5.56% for SQ), indicating a potential increase in difficulty or lower chatbot performance.
Inadequate response was highest in CQ_1 (22.2%), suggesting potential difficulties with that
question.

Expert Comparative analysis

Table 2 shows the comparative evaluation of the three chatbots by three reproductive
medicine specialties: Geneticists, Embryologists, and Gynecologists. The results for simple
guestions (SQ) indicate that ChatGPT consistently achieved higher scores compared to Llama,
while Gemini performed at an intermediate level in most cases. However, only among
Embryologist this difference reaches statistical significant (p=0.024). ChatGPT achieved the
highest score 17.75+0.96, followed by Gemini 16.00+1.63 and Llama 13.25+2.06, suggesting
superior performance by ChatGPT in this context. For geneticists and gynecologists, ChatGPT
obtained

higher score, followed by Gemini and Llama, however, the differences were not statistically
significant. For controversial questions different performance was found among the three
chatbots by the specialist. ChatGPT obtained the highest scores in almost all categories. For
this type of questions among geneticists the difference among the three chatbots was
significant different, the total score for ChatGPT was 28.25+2.87, identical to Gemini 28.25
+4.65, but higher than Llama 16.25+5.12 (p=0.005). For embryologists, a similar behaviour was
observed, with ChatGPT scoring 29.25+4.50, Gemini 27.25+2.06, and Llama significantly lower
at 14.75+3.77 (p<0.001). On the other hand, for gynecologists, the differences in the
performance between the three chatbots were not statistically significant (p=0.302).

Figure 2 shows a comparison of the evaluation of each chatbot across different expert panel.
The evaluation of SQ and CQ responses across the three chatbots—ChatGPT, Gemini, and
Llama—revealed subtle differences in performance, with no statistically significant variations
across the specialist groups. For the SQ, ChatGPT rated similarly across all specialist groups,
with the total score being 17.75+0.96 for embryologists, 16.00+1.63 for geneticists, and
16.75+2.50 for gynecologists. Embryologists generally rated ChatGPT the highest, particularly
in SQ_1, SQ_2 and SQ_3 where the chatbot scored 3.75. However, these differences did not
reach statistical significance. In the CQ, ChatGPT's performance was especially strong among
embryologists and geneticists, with a total score of 29.25+4.50 and 28.25+2.87, respectively

versus 25.75+6.08 for gynecologist, again without statistical significance. However, notably
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embryologists rated ChatGPT significantly higher in CQ_1, where it scored 3.50+1.29,
compared to Gemini 2.75+0.5 and Llama 1.50+0.58 (p=0.039).

The performance of Gemini, evaluated by embryologists, geneticists, and gynecologists, was
relatively consistent across the groups, especially for the simple questions. For SQ, Gemini's
rated higher by the embryologists, who gave it a total score of 16.00+1.63, while geneticists
rated it slightly lower at 14.75+1.71, and gynecologists rated it the lowest at 14.00+2.58.
However, the differences in total scores were not statistically significant (p=0.412), indicating
that all three groups found Gemini to perform similarly. In individual simple questions despite
some variability in questions scores, the differences were not statistically significant (p> 0.05).
When evaluating the controversial questions, Gemini continued to show comparable
performance across the groups of specialists in the total and individual questions score.

Finally, the performance of Llama across the three specialist groups revealed distinct patterns
in both simple and controversial question evaluations. For the SQ, Llama received a total score
of 13.25+2.06 from embryologists, 11.25+4.99 from geneticists, and 16.25+1.26 from
gynaecologists. Notably, gynaecologists gave the highest score overall, while geneticists rated
it the lowest. However, the differences in total scores were not statistically significant
(p=0.132), suggesting that, despite the variation, there was a strong consensus regarding
Llama's performance. In the individual SQ evaluations, no significant differences were found
across the groups. For the CQ, Llama's total scores again were highest among gynaecologists
19.75+45.68, with embryologists scored the lowest 14.75+3.77, and geneticists falling in
between 16.25+ 5.12 but these differences were not statistically significant. This suggests that
while there were some variabilities in the individual evaluations, they did not constitute a
significant overall trend. In individual CQ evaluations, there was a notable variation in the
responses from each group in CQ_5, gynaecologists rated Llama significantly higher 3.50+0.58
than embryologists 2.25+1.26 and geneticists 1.50+0.58 (p=0.0482). This result may suggest
that gynaecologists found Llama's responses to this question more satisfactory compared to
the other specialists. In contrast, for the rest of CQ questions the variations did not reach
statistical significance.

DISCUSSION

This study aimed to evaluate the performance of three commonly free available generative Al
chatbots—ChatGPT-3.5, Gemini-1.5, and Llama-2—specifically in the context of answering
questions related to Preimplantation Genetic Testing (PGT) and embryonic mosaicism, a key
issue in reproductive medicine. The results presented significant variability in the performance

of these chatbots. Our results suggest that ChatGPT consistently outperforms the other
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models across most question types, although all chatbots demonstrate limitations in providing
highly accurate and reliable responses, particularly for complex or controversial topics. The
interaction of two key technologies, Al and reproductive medicine, raises fears, needs respect
of ethical and legal principles as a means of regulating the industry, public health, and patient
rights. From our knowledge this is the first study to evaluate this topic.

The choice of topic has fallen on PGT due to its nature as a subject rife with numerous
uncertainties and debates. These debates pertain not only to the reliability of the process or its
actual ability to provide benefits but also to the complex decision-making process involved
mainly when patients faced with embryo mosaicism (Cheng et al, 2022). In fact, since the first
publication describing the birth of healthy children after the transfer of embryos classified as
mosaic after PGT-A (Greco et al., 2015), different scientific societies have published guidelines
or position statements regarding their recommendations on management and prioritization
criteria for couples considering the transfer of a mosaic embryo (Mufioz et al, 2024).

The selection different type of questions had different goals consistent with methodologies
used in previous research evaluating Al performance. The aim of simple and direct questions
was to assess the chatbots’ ability to provide correct and consistent responses to basic and
well-defined queries that do not require high processing complexity. These Al chatbots have
shown strong performance in answering such queries due to their ability to access vast
datasets and provide relatively accurate answers in general domains (Reda, 2024). However,
the aim of controversial questions was designed to test the extent to which Al tools can be
considered reliable. Controversial questions require chatbots to address complex or debated
topics, challenging their ability to handle nuanced information and provide responses that
reflect a deep understanding of the scientific and controversies surrounding scientific and
ethical issues (Chakraborty et al 2023).

In this study we used a rigorous and reliable score system. A detailed description of the scoring
system used is fundamental to ensure consistency and objectivity in the evaluation of
responses by different experts. A well-defined scoring system helps to standardize the
assessment process, making it easier to compare and interpret results, facilitating a clear and
uniform understanding of what each score represents. Using this structured and objective
scoring system, we could effectively evaluate the performance of Al tools. This approach
allows for the quantification of response quality, making it easier to identify areas of strength
and those in need of improvement. Additionally, the adoption of a standardized scale
enhances the robustness of the study by enabling the replication of results across different

trials and contexts, thereby contributing to the overall reliability and validity of the findings.
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Regarding the selection of the three chatbots, each offer distinct capabilities that could
influence the generation of responses in specialized scientific contexts such as preimplantation
genetic testing (PGT) and embryonic mosaicism. ChatGPT, developed by OpenAl, is an
advanced language model based on GPT technology (Roumeliotis and Tselikas., 2023). It is
capable of generating human-like text responses and has applications in customer service,
education, and healthcare. However, its lack of transparency in decision-making and the
absence of empathy

might pose challenges when addressing sensitive genetic topics as PGT and embryo mosaicism
which requires precision and emotional sensitivity (Dwivedi et al., 2023). On the other hand,
Gemini, another prominent model developed by Google Research and DeepMind, is
multimodal, allowing it to process text, images, audio, and video (Imran and Almusharraf,
2024). This makes it particularly valuable for analyzing genetic test results, such as those
involving visual data in embryo mosaicism diagnosis, and its accuracy enhances its suitability
for evidence-based decision-making in PGT (Wang et al, 2025). However, the complexity of
integrating multiple data types might make it less efficient in scenarios where a quick, text-
based response is needed. Lastly, Llama, an open-source language model by Meta Al, is valued
for its adaptability, enabling customization for specific needs, such as analyzing genetic
patterns related to embryonic mosaicism (Touvron et al., 2023). This flexibility allows it to be
fine-tuned for highly specialized contexts, but its lack of multimodal capabilities and potential
concerns regarding data privacy due to its open-source nature could limit its application in
sensitive genetic data. Overall, each model brings unique strengths and potential drawbacks,
which should be carefully considered when selecting the most appropriate tool for generating
responses in the specialized fields of PGT and embryonic mosaicism.

The three examined chatbots, provided moderately satisfactory results, achieving an
acceptable average score in both simple and controversial questions, demonstrating a modest
response capability. However, the questions with the lowest performance, highlight the
difficulty that Al systems face when addressing questions that require both a precise
understanding of biological processes and the ability to present information in a context-
sensitive manner (Gignac and Szodorai, 2024). The reduction in response quality, particularly
for the topic of mosaicism, supports this notion. As the questions moved towards more
controversial topics, chatbot performance decreased, potentially reflecting both the
complexity of the subject matter and the controversy that exists within the field of embryonic
mosaicism, such as the threshold for defining mosaicism, as evidenced by the larger proportion
of inadequate responses. This agrees with previous studies from other medical Al assessments,

where models have shown a reduction in accuracy as questions move from straightforward
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tasks to those that require reasoning about probabilities or deal with areas of medical
controversy (Giannakopoulos et al, 2023; Schmidgall et al, 2024). This indicates that Al, while
promising, still requires considerable refinement in addressing controversial topics where
scientific consensus is lacking. As for comparative assessment, the overall variability in chatbot
performance, ranging from ChatGPT’s highest scores to Llama’s lowest, reflects the different
capabilities of generative Al when applied to specific fields such as genetics and reproductive
medicine. In this study, ChatGPT outperformed both Gemini and Llama, in both type of
guestions, which may point to its more sophisticated underlying model or training on a
broader dataset related to science and medicine (Wang et al., 2025). This finding aligns with
previous studies. In the field of autoimmune liver diseases ten liver specialists systematically
evaluated four chatbots to determine their performance (Daza et al, 2024). Although the
authors evaluated different chatbots ChatGPT outperformed Gemini.

About expert evaluation, the professional background of the evaluators, influenced the
chatbot scores. The superiority of ChatGPT over Gemini and Llama, was most clearly
recognized by embryologists and geneticists, who assigned significantly higher scores to
ChatGPT’s responses, especially for CQ, compared to those of Llama. Interestingly, the
differences among the chatbots were not statistically significant within gynecologists. Notably,
these results suggests that the difference in chatbot evaluation across specialties highlight the
subjective influence of professional context. Embryologists and geneticist appeared more
sensitive to the technical accuracy and relevance of chatbot responses—perhaps reflecting
their routine clinical practice with highly specific biological detail. This contrasts with
gynecologists, whose evaluations were more uniform across chatbots. Conversely, the
comparison of the evaluation of each chatbot across different expert panel revealed subtle
differences in performance, with no statistically significant variations across the specialist
groups. Although these results may appear to contrast with previous findings, our study
showed that gynecologists rated Llama higher than embryologists and geneticists did. This
variation aligns with findings from earlier studies that highlight how user expertise and daily
clinical focus affected the perceived utility and credibility of Al-generated content (Goodman
et al, 2023).

While this study offers valuable insights into the performance of generative Al in the context of
preimplantation genetic testing and embryonic mosaicism, several limitations must be
acknowledged. One major limitation is the restricted number of chatbots evaluated. Although
the selection of ChatGPT, Gemini, and Llama was intentional, representing some of the most
widely accessible and technologically distinct free model, the exclusion of other commercially

or academically relevant models may limit the generalizability of our findings. This choice was
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primarily guided by practical considerations, including the widespread use and availability of
these three chatbots at the time of the study, as well as their representativeness in terms of
different Al architectures. The independence and standardized phrasing of questions, each
asked in a separate session, allowed for unbiased assessment of each chatbot’s performance,
preventing prior responses from influencing subsequent answers. However, question structure
may still impact response accuracy, suggesting a potential area for further investigation.
Furthermore, although we implemented a rigorous scoring system and engaged specialists
from three relevant fields, the subjective nature of expert evaluation may still introduce bias.
Future work incorporating a broader range of models and larger panels of evaluators would
enhance the robustness of comparative assessments.

In conclusion, this study demonstrates the different capacities of generative Al chatbots to
address both simple and controversial questions in the field of reproductive genetics. ChatGPT-
3.5 consistently showed superior performance, particularly when evaluated by embryologists
and geneticists, emphasizing its potential utility in medical education or as a supportive tool
for patient communication. Gemini-1.5 shows promise as a viable alternative, particularly for
moderate-difficulty queries, while Llama-2 may require further optimization for specific
applications. However, the overall modest performance across all models for controversial
qguestions highlights a clear limitation in current Al tools when addressing complex biomedical
content that lacks consensus or requires ethical discernment. These findings emphasise the
need for continued refinement of Large Language Models, especially in tailoring responses to
highly specialized domains. Future studies should expand the scope by including more models,
incorporating multilingual or multimodal assessments, and testing performance in real-world
clinical scenarios. Additionally, efforts to develop specific Al systems trained on curated
reproductive medicine literature could help bridge current gaps and improve the reliability of
Al in supporting reproductive health professionals.
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Figure 1. The distribution of responses for (a) simple and (b) controversial questions
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Figure 2. Comparative of the three chatbots by the panel expert (a) ChatGPT (b) Gemini (c)
Llama
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Table 1. Evaluation of three generative Al chatbots for Simple and controversial Questions
regarding PGT and embryo mosaicism

Total ChatGPT! | Gemini? Llama? p-value
SQ_1 3.17(0.70) |3.58(0.51) {2.83(0.39) |3.08(0.90) 0.0222
SQ_2 2.83(0.94) |3.50(0.80) |3.08 (0.51) |1.92 (0.67) <0.0012
sQ_3 3.28(0.81) |3.83(0.58) |3.00(0.60) |3.00 (0.95) 0.010?
SQ_4 2.86(0.96) |2.58(0.67) |3.42(0.90) |2.58 (1.08) 0.0542
SQ_5 2.97 (0.94) |3.33(0.78) |2.58 (0.79) |3.00 (1.13) 0.1072
Total_Score_SQ 15.11 (2.87) (116 :()3) (124 0922) (1: 65(?) 0.0172
cq_1 2.67(1.22) |2.58(1.16) |3.25(1.14) |2.17 (1.19) 0.0882
cqQ. 2 2.75(1.18) |3.42(1.00) |3.00 (0:95) |1.83 (1.03) 0.0042
cqQ_3 2.97 (1.23) |4.08(0.67) |3.17 (0.94) | 1.67 (0.49) <0.0012
cq_4 3.17 (0.88) |3.50(0.67) |3.58(0.79) |2.42 (0.67) 0.0012
cQ_5 3.03(1.13) |3.17(0.83)|3.50(1.17) |2.42 (1.16) 0.0682
cQ_6 3.08(1.18) |3.75(0.75) |{3.67(0.49) |1.83(1.03) <0.001?
cQ_7 2.69(1.12) |3.50(0.90) (2.83(0.83) |1.75(0.87) <0.001?
cq_8 3.22(0.96) |3.75(0.87) |3.08 (0.67) |2.83 (1.11) 0.0502
Total_Score_CQ 23.58 (6.51) (2474795) (236 90:) (14?9962) <0.0013

1 Mean (SD)
2 Kruskal-Wallis rank sum test
3 One-way ANOVA

SQ:Simple Questions
CQ:Controversial Questions
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Table 2. Evaluation of three generative Al chatbots for Simple and controversial Questions regarding PGT and embryo mosaicism by specialist

Geneticist Embryologist Gynecologist
Characteristic | ChatGPT!| Gemini!| Llama' | p-value | ChatGPT! | Gemini!| Llama® | p-value | ChatGPT! | Gemini!| Llama! | p-value
sq_1 ?('.‘1?508) (2(')_7550) (26.7956) 0253 |3.75(0.50) (363?0) (31'?105) 0243 |3.50(0.58) (26.7550) ?(':)?508) 0.153
sQ_2 ?12256) (207550) (105508) 0.040? 3.75 (0.50) (302550) 307550) 0.0132 3.50(0.58) (302550) (205508) 0.0932
sQ_3 (3055?8) ?055?8) (217256) 0.5267 4.00 (0.00) (30030) (300802) 0.029? 4.00 (0.82) (2055?8) (302956) 0.088?
sQa (26.7956) (36?8) (21.?105) 0.1467 |2.50(0.58) (36.7;6) (26.2956) 0.0882 |2.50(0.58) (31'?105) (36.5508) 0.253
sQ_5 (310]?5) (202956) (212550) 0.5772 3.75 (0.50) ?00802) (302956) 0.3732 3.25(0.50) (205508) (305508) 0.0932
Total_Score_SQ (1553()) (1147715) (141.‘9295) 0.280 | 17.75(0.96) (116.':5)30) (12302; 0.024> |16.75 (2.50) (1;‘;); (1162265) 0.2972
T R RN N e e e
cQ_2 ?17256) (315(?0) (210;)1) 0.147? 3.50(0.58) (302550) (115(5)0) 0.040? 3.00(1.15) (202956) (200802) 0.4222
P e e R N e PO N - Y
caa (36,2550) (31"_5209) (26.2550) 01182 |3.75(0.50) ?6.7550) (26.2956) 00352 |3.50(1.00) (30.?508) (26,7550) 0.209?
cQ_5 ?05508) ?02:6) (105508) 0.0162 3.25(0.96) (217256) (212256) 0.4762 2.75 (0.96) ?15000) ?05508) 0.380?
R R R e PO e N PP PP N L e
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3.00 3.25 2.00 , 3.00 1.50 , 2.25 175 ,
cQ_7 (1.15) 050 |15 |0264 [350058) | e |osg |00 4000082 |0 | g (0035

4.00 3.25 3.00 , 3.25 2.25 : 2.75 3.25 ,
cas (0.82) 050 |14y |0286 [400082) | SO g (00807 1325(096) | | ioog (0555

28.25 2825  [16.25 5 27.25  |14.75 ) 2275  [19.75 5
Total_Score_€Q ) o) @65 |12 |0005 [2025(450) |00 | on <0001 12575(608) |0 | (o ag  [0302

! Mean (SD)
2 Kruskal-Wallis rank sum test
3 One-way ANOVA
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Generative Al shows moderate reliability in PGT-related queries, with ChatGPT and Gemini
outperforming Llama. Performance varies by question complexity, highlighting the need for
expert oversight and further refinement before clinical use in reproductive medicine.
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